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Abstract: Multi-agent systems and particularly BDI agents are mostly used in a wide range of projects, from agent-

based simulations to air-traffic control. They all benefit from the autonomy and proactive behavior that provides 

agent-based architectures, as well as the characteristics of reasoning that are outlined by the BDI architecture. 

Therefore the Belief Desire Intention agent model and Agent Speak language have become a state-of-the-art and 

one of the challenging research subjects in the agent modeling and programming area.  

In particular the BDI architecture is frequently used in the development of agents that try to simulate certain 

aspects of human behavior, and precisely perception and formulation of beliefs are two of the elements of BDI 

agents that require special attention in the development of such agents. This work propose a way to extend the 

reasoning cycle algorithm on BDI agents, in a way that it allows to process inaccurate perceptions in the 

formulation of beliefs in such agents; it also shows an example implemented in Agent Speak as well as the results of 

its execution within the Jason interpreter. 
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I.     INTRODUCTION 

Many of the systems we need to build in practice have a reactive characteristic, in the sense that they have to maintain a 

long-term, ongoing interaction with their environment; they do not simply compute some function processing an input, 

generating an output and then terminate.  

Reactive software systems are systems that cannot adequately be described by the relational or functional view. The 

relational view regards programs as functions starting from an initial state following a set of state transitions until they 

reach a terminal state, so we always can predict the function's output for a given input, which is known as deterministic. 

These plain systems also have the characteristic that can be paused and resumed without any data loss, because they don't 

have a close and a long term interaction with the environment. 

On the other side, the main role of reactive systems is to maintain a frequent interaction with their environment, 

accordingly, must be described and specified in terms of their on-going behaviour. The best way to study a concurrent 

system is through the analysis of the behaviour exhibited. This is because each individual module in a concurrent system 

is a reactive subsystem, interacting with its own environment which consists of the other modules [1]. 

Examples of reactive systems include computer operating systems, process control systems, on-line banking systems, web 

servers, and the like. Many of those systems are developed using the agent-oriented paradigm.  
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A. Agents 

An agent is a reactive system that exhibits some degree of autonomy in the sense that we can delegate some task to it, and 

the system itself will determine the best way to achieve it. These systems are named agents because they are perceived as 

active entities, a kind of purposeful producers of actions; it is possible to send them out into the environment to achieve 

some goals, and they will actively pursue them, figuring out for themselves the best way to accomplish such goals, so they 

don't need any human guide that tell them in a low-level detail how to do it.  We can imagine such agents being delegated 

a goal like booking a flight and hotel for us, bidding on our behalf in an on-line auction, or cleaning our office space for 

us if they are robotic agents [2].  

As mentioned above, agents are systems situated within some environment which maintain a frequent interaction with it. 

Therefore, agents need to perceive their environment (using sensors), and must have a repertoire of possible actions that 

they can perform (via effectors or actuators) in order to interact with (or modify) such environment.  

The key question facing the agent behaviour is how to go from sensor input to action output: decide what to do based on 

the information obtained via sensors.  There are many approaches trying to explain and solve that question; such 

approaches are known as cognitive models or agent architectures, like SOAR [3], [4], ACT-R [5] and BDI [6], [7]. 

B. The BDI Agent Architecture 

Agent systems are becoming increasingly popular for solving a wide range of complex problems. BDI agent systems have 

a substantial base in theory as well as a number of medium-to-large-scale implemented systems that are used for 

challenging applications such as air-traffic control, space systems and human decision making simulation [8]. 

The BDI model (called the belief-desire-intention model or architecture) originated in the work of the Rational Agency 

project at Stanford Research Institute in the mid-1980s. The spirit of the model is located within the theory of human 

practical reasoning developed by the philosopher Michael Bratman [6], which focuses particularly on the role of 

intentions in practical reasoning. 

One of the strengths of the BDI based systems is their strong link to theoretical work, in particular that of Rao and 

Georgeff [9], Bratman et al. [7] and Wooldridge [10]. Although the theory is not implemented directly in the systems, it 

does inform and guide the implementations [11]. 

The concepts of the BDI paradigm allow the use of a programming language to describe human reasoning and actions in 

everyday life [12]. Because of this straightforward representation, the BDI paradigm can easily map extracted human 

knowledge into its framework. The conceptual framework of the BDI model is described in [7], which also describes a 

specific BDI agent architecture called IRMA. 

Therefore, BDI is a software model developed for programming intelligent agents, which is characterized by the 

implementation of an agent's beliefs, desires and intentions, it actually uses these concepts to solve a particular problem in 

agent programming. BDI also provides a mechanism for separating the activity of selecting a plan (from a plan library or 

an external planner application) from the execution of currently active plans. To achieve this separation, the BDI software 

model implements the principal aspects of Michael Bratman's theory of human practical reasoning [6], [7]. In other 

words, BDI implements the notions of belief, desire and intention, in a manner inspired by Bratman.  

Intention and desire are both pro-attitudes, in fact, both of them are mental attitudes concerned with action, but intention 

is distinguished as a conduct-controlling pro-attitude. Commitment is the distinguishing factor between desire and 

intention, noting that it leads to temporal persistence in plans and further plans, being made on the basis of those to which 

it is already committed.  

The hierarchical nature of plans is easily implemented: a plan consists of a number of steps, some of which may invoke 

other plans. The hierarchical definition of plans itself implements the kind of temporal persistence mentioned above since 

the overarching plan remains in effect while subsidiary plans are being executed.  

However, it should be observed that before an agent can achieve his goals, first must formulate a course of actions (the 

plans). Those actions successfully will be executed as long as his beliefs about the state of the world around him are true. 
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In fact, the trustworthy of the agent's beliefs is a consequence of his skills to perceive (with some degree of confidence) 

the changes in the environment.  

It is noteworthy that the BDI architecture does not provide a method so that agents can formulate their beliefs, only states 

[2] that can be obtained in several ways, of course suggests that perceptions influence the process of formulation of 

beliefs, but is left open for everyone to solve it. In this paper, we show how a notion of belief like inaccurate (or vague) 

perceptions can be integrated into the BDI logic of Rao and Georgeff [9], preserving the features of the logic while adding 

to it in ways that complements and aids in the building of BDI agents that have the skills to construct their own beliefs 

taking as input inaccurate perceptions. We argue that our method allows those BDI agents to get a more real picture of the 

world where they live than those BDI agents which perceptions are limited to crisps values. 

II.     RELATED WORKS 

This work has been inspired by the works of various authors who have made significant contributions in review of beliefs 

from the perspective of logic [13], [14] and artificial intelligence [15], [16]. Its focus is to understand how an agent should 

change his belief in the light of new information.  

In their paper Kacprzak and Kosinski [17] propose a new approach in which ordered fuzzy numbers (OFN) are applied. 

They focus on multi-agent systems and concentrate on agents’ beliefs. In particular, they want: first to make agents able to 

use ordered fuzzy numbers in their thinking and making decisions. Second used ordered fuzzy numbers for evaluating 

agents’ beliefs about their beliefs. 

In the logic above, the beliefs are all formulated from crisp perceptions. However in real life, it is not always the case 

[18], as Jing and Luo said [19] our belief is often fuzzy. For example, "I think the temperature will be high tomorrow". 

Here, "high" is a fuzzy conception because there is not any crisp division between "high" and "low". 

Moreover, we believe that the perceptions of the agents cannot be crisp because in the real world everything is perceived 

diffusely; for example is very usual to hear the expression “I feel that the water’s temperature is warm”, nobody says “I 

feel that the water’s temperature is 123 degrees”. Even if we use a sensor to measure it, that sensor will measure it with 

some degree of imprecision, and we would have to formulate a belief from that measurement. 

III.     DISCUSSION 

The BDI (Beliefs-Desires-Intentions) architecture is one of the most studied architectures for cognitive agents. In the area 

of agent-oriented programming languages in particular, AgentSpeak(L) is one of the best known languages based on the 

BDI architecture. 

Agent Speak (L) is an abstract logic-based agent-oriented programming language introduced by Rao [20]. In such 

language practical BDI agents are implemented as reactive planning systems: they run continuously, reacting to events 

(e.g., perceived changes in the environment) by executing plans given by the programmer. Plans are courses of actions 

that agents commit to execute so as achieve their goals. The pro-active behaviour of agents is possible through the notion 

of goals (desired states of the world) that are also part of the language in which plans are written. 

Jason is a software framework that interprets an extension of the Agent Speak language; Bordini et al. [2] argue in their 

book that the interpretation of the agent program effectively determines the agent’s reasoning cycle. An agent constantly 

perceives the environment, reasoning about how to act so as to achieve its goals, then acting so as to change the 

environment.  The (practical) reasoning part of the agent’s cyclic behaviour, in an Agent  Speak  agent, is done according 

to the plans that the agent has in its plan library. Initially, this library is formed by the plans the programmer writes as an 

Agent Speak program.  

We modified the algorithm proposed by [2] as the reasoning cycle for a BDI agent, in a way that it includes a perception 

mechanism that allows handling vague perceptions and processing them to formulate the agent beliefs. The changes are 

showed on Figure 1, we introduced a knowledge base (K), because any agent that need to perceive the environment must 

have the necessary knowledge to perform some processing on the perceptions.  
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The perceptions or signals are obtained from the agent’s sensors, and passed to the Belief Construction Process (BCP), 

such process starts by converting the signals to a fuzzy representation, then it infers over those signals and the knowledge 

base (K), the result is a new belief (B’) which is introduced to the agent’s belief base by the Belief Registration Process 

(BRP). The algorithm for the BCP is showed on Figure 2. 

 
 

Fig. 1: Algorithm for a BDI practical reasoning agent. 

 

Fig. 2:  Belief Construction Process Algorithm for a BDI agent. 

A. A BDI Agent with Fuzzy Perceptions Example 

Below we show an example to demonstrate our proposal to extend BDI architecture as well as the reasoning cycle on 

Jason’s agents to provide such agents with the ability to process inaccurate perceptions and use them to build their own 

beliefs. 

The example consists of a BDI agent (adjust water temperature agent) which aims to regulate the combination of water on 

a sprinkler to obtain the ideal temperature for a person. Table 1 describes the agent of this example. 

TABLE I: Agent Properties 

Beliefs Hot(water), Cold(water), Warm(water) 

Desires Get water with a warm temperature 

Intentions Open cold water, Open hot water 
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To reach its desire the agent formulates a course of actions, which is headed by the intention to open the hot sprinkler, as 

can be observed on Figure 3. 

 

 

Fig. 3: Mind Inspector showing the agent Intentions (open the hot sprinkler). 

 

After opening the hot water sprinkler, the agent starts perceiving the temperature of the water and formulating its beliefs, 

it will be mixing hot and cold water until it reach the warm temperature. The agent’s knowledge base is described by three 

fuzzy membership functions (see Figure 4), which are passed to the BCP algorithm to build the agent’s beliefs.  The BCP 

algorithm was implemented in java and used a Fuzzy Inference Library developed at our University [21] to evaluate the 

agent’s input signals. 

Fig. 4: Knowledge Base for the Agent (K). 
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The Figure 5 show the “hot(water)” agent’s belief, as a result of the agent’s processing on its perception. Such processing 

was made using the signal obtained from the agent's temperature sensor and it’s knowledge base.  

 

 

Fig. 5:  Mind Inspector showing agent Beliefs (hot water). 

As the results from it’s belief the agent reacts formulating the corresponding intention to get more cold water on the mix, 

as it shows on Figure 6. 

 

 

Fig. 6: Mind Inspector showing the agent Intentions (open the cold sprinkler). 
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The agent keeps perceiving the environment and reacting until it reaches the desire of getting “warm(water)”, that is 

confirmed when it formulates the corresponding belief (See Figure 7). 

 

 

Fig. 7:  Mind Inspector showing the agent Beliefs “warm (water)” and the message “The water is ready”. 

IV.     CONCLUSION 

After having performed the relevant tests, we have enough evidence to affirm that our algorithm allows to incorporate 

fuzzy perceivers in BDI agents in a way that it does not interferes with the reasoning cycle of the BDI agents. Therefore it 

is of great benefit, because our method allows the development of BDI agents whose perceptions may be inaccurate, but 

regardless of them such agents have the ability to build their beliefs without affecting the rest of his reasoning logic.  

Additionally we believe that our method allows us to develop software agents whose perceptions become more like the 

way the humans perceive since they can perceive the world as vaguely the humans perceive it. 

Another benefit of our method is that it allows performing the analysis and processing of fuzzy perceptions at an earlier 

stage, before the agent starts to perform any kind of reasoning about the beliefs that it has about the environment. In other 

words, all the numerical processing of fuzzy logic is done in java and its output are the beliefs, which are inserted into the 

(BDI) agent's beliefs database,  who takes them to perform further processing according to the logic of reasoning that has 

been implemented in Agent Speak, for the execution within the Jason interpreter. 

The progress of this work will allow us to continue with our projects related to agent-based simulation, including 

simulators to assist researchers focused on social simulation as well as other researchers who study human behaviour, 

which require agent-based simulators, whose behaviour resembles that of humans. 
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